KAKATIYA UNIVERSITY WARANGAL
Under Graduate Courses (Under CBCS AY: 2022-2023 on words)
B.Sc. DATA SCIENCE
III Year: Semester-VI

Paper - VII (B) :Deep Learning
[4 HPW:: 4 Credits :: 100 Marks (External:80, Internal:20)]

Objective: The main objective of this course is to give a practical introduction to Deep
Learning using Keras. It covers the concepts of deep learning and their implementation.

Outcomes:
At the end of the course the student will be able to
1. Understand the basics of deep learning
2. Understand the usage of tensors in deep learning
3. Use Python deep-learning framework Keras, with Tensor-Flow as a backend engine.

Unit-I

Introduction: History, Hardware, Data, Algorithms

Neural Networks, Data representations for neural networks, Scalars (0D tensors), Vectors
(1D tensors), Matrices (2D tensors), 3D tensors and higher-dimensional tensors, Key
attributes,. Manipulating tensors in Numpy, The notion of data batches, Real-world examples
of data tensors, Vector data, Time series data or sequence data, Image data, Video data

Unit-II

Tensor operations: FElement-wise operations, Broadcasting, Tensor dot, Tensor reshaping,
Geometric interpretation of tensor operations, a geometric interpretation of deep learning,

Unit-11T

Gradient-based optimization, Derivative of a tensor operation, Stochastic gradient descent,.
Chaining derivatives: the Backpropagation algorithm

Neural networks: Anatomy, Layers, Models, Loss functions and optimizers
Unit-1V
Introduction to Keras, Keras, TensorFlow, Theano, and CNTK

Recurrent neural networks: A recurrent layer in Keras, Understanding the LSTM and GRU
layers

Reference:
1. FrangoisChollet. Deep Learning with Python. Manning Publications, 2018

Suggested Reading:

2. AurélienGéron. Hands on Machine Learning with SciKit-Learn, Keras and Tensor Flow.
O’Reily, 2019

3. Andrew W. Trask. Grokking Deep Learning. Manning Publications, 2019
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KAKATIYA UNIVERSITY WARANGAL
Under Graduate Courses (Under CBCS AY: 2022-2023 on words)
B.Sc. DATA SCIENCE
III Year: Semester-VI

Practical - 7(B): Deep Learning (Lab)
[3 HPW :: 1 Credit:: 25 Marks]

Objectives: The main objective of this lab is to develop deep learning models using Keras

Deep Learning Tools
Students are expected to learn Keras deep-learning framework (https//keras.io), which is
open source and free to download. They should have access to a UNIX machine; though it’s

possible to use Windows, too. It is also recommended that they work on a recent NVIDIA
GPU

Note: The exercises should following Keras workflow consisting of four steps
1. Define your training data: input tensors and target tensors
2. Define anetwork of layers (or model ) that maps your inputs to your targets

3. Configure the learning process by choosing a loss function, an optimizer, and some
metrics to monitor
4. Tterate on your training data by calling the fit() method of your model

Exercise 1:

Dataset:

IMDB dataset, a set of 50,000 highly polarized reviews from the Internet Movie Database.
They’re split into 25,000 reviews for training and 25,000 reviews for testing, each set
consisting of 50% negative and 50% positive reviews. the IMDB dataset comes packaged
with Keras

Binary Classification Task:
Build a network to classify movie reviews as positive or negative, based on the text content
of the reviews.

Exercise 2:

Dataset:

Reuters dataset, a set of short newswires and their topics, published by Reuters in 1986. It’s a
simple, widely used toy dataset for text classification. There are 46 different topics; some
topics are more represented than others, but each topic has at least 10 examples in the training
set. Reuters dataset comes packaged as part of Keras.

Single-label Multi class Classification Task:

Build a network to classify Reuters newswires into 46 mutually exclusive topics. Each data
point should be classified into only one category (in this case, topic),. The problem is more
specifically an instance of single-label, multiclass classification.

Exercise 3:

Dataset:

The Boston Housing Price dataset has an interesting difference from the two previous
examples. It has relatively few data points: only 506, split between 404 training samples and
102 test samples. And each feature in the input data (for example, the crime rate) has a
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different scale. For instance, some values are proportions, which take values between O and 1;
others take values between 1 and 12, others between 0 and 100, and so on.

Regression Task:

The two previous examples were classification problems, where the goal was to predict a
single discrete label of an input data point. Another common type of machine-learning
problem is regression, which consists of predicting a continuous value instead of a discrete
label. You’ll attempt to predict the median price of homes in a given Boston suburb in the
mid-1970s, given data points about the suburb at the time, such as the crime rate, the local
property tax rate, and so on.

4. More exercises can be defined on similar lines.
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